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Abstract: This paper proposes to update solution #9 AR communication in FS_NG_RTC TR.
1. Introduction
This paper updates solutions 9 of TR 23.700-87.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-87.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc104216421][bookmark: _Toc104897762]6.9	Solution #9: Supporting AR communication
[bookmark: _Toc96971242][bookmark: _Toc104216422][bookmark: _Toc104897763]6.9.1	Description
According to the definition of TR 26.998 [14], different AR devices have different media processing capabilities. IMS needs to support media transmission and media rendering related to AR communication. This solution defines how IMS can be enhanced to support AR communication.
[bookmark: _Toc104216423][bookmark: _Toc104897764]6.9.1.1	Assumption
This solution has the following assumptions:
-	Due to the flexibility (constant iteration, frequent upgrade required) and diversity (various industries, different experiences) of AR applications, built-in or pre-installed AR applications in AR devices will lead to software version fragmentation and difficult integration of different terminals. Therefore, this solution only considers the unified use of IMS data channel downloading mode for AR applications.
-	For the security of national laws and regulations, 3D models used for AR communication should be provided to the IMS when the AR application connects to IMS and saved in the persistent database. IMS needs to be notified when the 3D model is changed by AR application.
[bookmark: _Toc104216424][bookmark: _Toc104897765]6.9.1.2	Definitions
The following definitions apply to this solution:
3D Model: 3D Model include 3D virtual object model and 3D virtual human avatar model.
AR metadata: Data used for AR media rendering, including user pose information and camera information and so on.
[bookmark: _Toc104216425][bookmark: _Toc104897766]6.9.1.3	Architecture
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Figure 6.9.1.3-1: Enhanced IMS architecture to support AR communication
Editor's noteNOTE:	The DCS-MF could be an enhanced MRF that support DC, the DC related architecture and interfaces will align withbe defined in the solution to KI#1.
AR communication architecture is enhanced based on data channel architecture, including the following network functions:
1.	Add a new network function AR Application Server, responsible for AR service controlsession management related to AR communication, including AR session media controlling, AR media rendering negotiation and AR service handling.
NOTE:	AR Application Server can be deployed in operator's network or belongs to third party.
2.	Add the AR media processing network function AR-MF, responsible for AR communication media transmission and media rendering function, including the following functions:
-	AR Rendering Logic: controls the application-based rendering logic of AR communication.
-	AR Media Processing Function: including Vision Engine, 3D Rendering Engine. Vision Engine and 3D Rendering Engine will establish spatial map, and render the scenes, virtual human models and 3D object models according to the field of view, posture, position, etc. which are transmitted from UE using data channel.
NOTE: 	ARMF is a logic network function element, it can be deployed together with other media functions such as DCMF, it can also be collocated in other functional entities, e.g. UMF (Unified Media Function). The details of UMF is described in solution #15.

The following reference points are used for the IMS AR communication architecture. It is suggested that SBI is applied to these reference points.
-	DC4: Service based reference point between the AR Application Server and the DCSF for AR service handling and AR session media control.
-	DC5: Service based reference point between the MMTEL AS and the ARMF for AR resource management.
Note: The DC4 interface will be defined in solution #X.
-	IF4: Reference point between the AR Application Server and the DCS-C.
-	IF6: Reference point between the AR Application Server and AR-M.
Editor's note:	the IF4 interface will align with DC architecture.
Editor's note:	the SBI will align with the KI#4.
The following media interface are used for the IMS AR communication architecture.
-	MDC2: Reference point of data channel media between the AR Application Server and DCMF for AR media rendering negotiation.
-	MDC4: Reference point of AR media between the AR Application Server and ARMF for AR media transmission.
-	Mb (RTP&DC): The media interface between UE and IMS-AGW, including RTP channel used for audio/video media stream transmission and data channel used for data media stream transmission.
-	Mb (RTP): The media interface between IMS-AGW and ARMF, using RTP channel for audio/video media stream transmission.
-	Mb (HTTP): The media interface between DCMF and ARMF, used by DCMF to transmit data in HTTP channel after transforming data media stream received in data channel to HTTP format.
-	Mb (RTP):
-	The media interface between IMS-AGW and AR-M, using RTP channel for audio/video media stream transmission.
-	The media interface between DCS-M and AR-M, used by DCS-M to transmit data in RTP channel after transforming data media stream received in data channel to RTP format.
-	Mb (DC): the media interface between IMS-AGW and DCMFS-M, using data channel for data media stream transmission.


[bookmark: _Toc104216426][bookmark: _Toc104897767]6.9.2	Procedures
According to AR communication scenarios defined by TR 26.998 [14] and TR 26.928 [15], media processing capabilities are different for different AR devices (STAR, EDGAR, and WLAR). The AR communication call flows can be summarized as follows:
1.	Terminal rendering process: When the media processing capability of AR device meets the requirements of AR communication (such as AR mark and simple AR effect) according to its status such as power status, signal status, computing power status, internal storage status, etc, the AR device can independently implement AR media rendering by itself. , the AR device can independently implement AR media rendering by itself. The either side of IMS provides AR application to the calling and the called users at the same time. The terminal performs local rendering based on the media obtained locally or sent by the peer.
2.	Network rendering process: When the media processing capability of AR device cannot meet AR communication requirements (such as complex scene or virtual human rendering requirements) according to its status, the AR device can decide to request IMS for AR media rendering, part or the whole media rendering function needs to move to the network. The either side of IMS provides AR application to the calling and the called users at the same time, IMS then performs AR media rendering based on AR media received from the calling or the called users, finally IMS sends rendered AR media using normal audio/video streams through RTP channel to the calling or called user. For the partial media rendering case, the UE can request to use the network rendering method and can change how to split the tasks based on its status, such as: battery status, signal status, computing power status, internal storage status, etc.
[bookmark: _Toc104216427][bookmark: _Toc104897768]6.9.2.1	Terminal Rendering Process
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Figure 6.9.2.1-1: Terminal rendering process
Key steps:
1.	The UE-A initiates an AR communication session and establishes audio and video session connections with the UE-B.
2.	The UE-A initiates bootstrap and application data channel connections are established. The MMTEL AS establishes bootstrap data channel for the UE-A and UE-B respectively according to AR application requirements.
Scenario 1: The UE performs AR media rendering based on the AR media get from local application.
3-4.	The DCS-M transfers AR applications to the UE-A and UE-B.
5.	The UE-A sends a REINVITE message to initiate application data channel connections.
6.	Based on subscription, the MMTEL AS sends a Media Event Notification message to DCS-C.
7.	The DCS-C transfers the Media Event Notification request to AR Application Server according to local configuration.
8.	The AR Application Server performs AR media negotiation and select application data channel connection mode, according to AR service requirements.
Editor's note:	AR media negotiation procedure is FFS.
9-10.	The AR Application Server sends a Media Control command to DCS-C, to establish application data channel for both UE-A and UE-B.
11.	The MMTEL AS allocates application data channel resources for the UE-A and UE-B respectively.
12-13.	The MMTEL AS send REINVITE message to UE-B to update media get from data channel.
14-16.	After receiving 200 for REINVITE message, the MMTEL AS update DC resource to DCS-M.
18-19.	The application data channel establishes for UE-A and UE-B respectively.
320.	The UE-A get requests the DCS-M to download AR media (such as 3D model)  from AR application locally andrequired by AR communication and caches them locally .
21.	The UE-A performs AR media rendering itself.
22-24.	The UE-A sends the rendered AR audio/video media to the peer through the RTP channel.
Scenario 2: The UE performs AR media rendering based on the AR media get from remote application.
5. 	The UE-B sends AR media through application data channel to UE-A.
6.	The UE-A performs AR media rendering itself based on the AR media received, and displays the rendered audio/video media on its screen.

[bookmark: _Toc104216428][bookmark: _Toc104897769]6.9.2.2	Network Rendering Process
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Figure 6.9.2.2-1: Network rendering process
Key steps:
1.	The UE-A initiates an AR communication session and establishes audio and video session connections with the UE-B. Then the bootstrap data channels are established for the UE-A and UE-B.
2.	The application data channels are established for the UE-A and the UE-B.
The UE-A initiates bootstrap data channel connections. The MMTEL AS establishes bootstrap data channel for the UE-A and UE-B respectively according to AR application requirements.
3-4.	The DCS-M transfers AR applications to the UE-A and UE-B.
5.	The UE-A initiates application data channel connections. The MMTEL AS establishes application data channel for the UE-A and UE-B respectively according to AR application requirements.
	The UE-A may request to use the network rendering method based on its status, such as: power status, signal status, computing power status, internal storage status, etc.
Editor's note:	It is FFS how to provide such information from the UE-A to the AR application.
AR Media Rendering Negotiation Procedure:
3.	The UE-A decide to request network media rendering based on its status such as power status, signal status, computing power status, internal storage status, etc. 
4. 	The UE-A initiate the application data channel between UE-A and the DCMF, and sends a Media Rendering Negotiation Request to IMS, finally the request is transferred to AR AS 
Editor note: It is FFS how a UE invoke the network rendering function. SA4 has been asked to include procedures to support media rendering negotiation.
5. 	The AR AS decides whether to provide media rendering function based on the request from UE in step 4 and its available resource. 
6.	The AR AS will send request to DCSF to allocate media resource on ARMF.
7. 	The DCSF will send a XR Service Resource Allocation Request using Nmmtelas_XRServiceResource_Allocate to MMTel AS to confirm whether ARMF has enough resource to finish AR media rendering, carrying XR computing power value.
8. 	The MMTEL AS sends a XR Media Resource allocation request using Narmf_XRMediaResource_Allocate to ARMF, carrying the UE-A’s application data channel address information, the IMS-AGW(for UE-A) audio/video address information, and the remote UE-B’s address information.
9. When the ARMF resource applied successfully, it returns a successful response carrying the termination addresses information allocated on ARMF to the MMTEL AS.
10-11. The MMTEL AS sends a successful response to the DCSF. The DCSF will forward the message to AR AS.
12. The AR AS stores the media point information of the ARMF.
13. The AR AS sends a Media Rendering Negotiation Response to indicate the media rendering negotiation is successful.
UE-A can request to change the network rendering content if the status changed in the UE-A, such as low power, low computing power etc.
AR Session Media re-Negotiation Procedure For Network Rendering:
14. If the XR resource are allocated successfully in step11, the MMTEL AS sends a DC modification request using Ndcmf_MediaResourceManagement to the DCMF, carrying ARMF address information, to connect DCMF and ARMF termination.
15. The MMTEL AS sends a REINVITE message carrying ARMF address information, to anchor UE-A’s audio/video media stream to ARMF through IMS-AGW.
16. The UE-A sends 200 response carrying UE-A’s audio/video media address information. 
17. The MMTEL AS sends a REINVITE message carrying ARMF address information, to connect ARMF to UE-B.
18. The terminating IMS side sends 200 for REINVITE.
Networking Rendering Procedure:
19. The UE-A starts AR media rendering.
20-21. The UE-A sends AR media through application data channel to DCMF and DCMF transfers the AR media to ARMF for AR media rendering.
22. The ARMF performs AR media rendering.
23. The UE-A performs part of the AR media rendering itself.
24-25. The UE-A sends the rendered audio/video media over RTP to ARMF through IM-AGW. If UE-A does not perform the rendering, the UE-A sends the original audio/video media over RTP to ARMF.
26-27. The ARMF combines the AR media rendered by ARMF and the rendered AR media received from UE-A, and sends the complete audio/video media to UE-B. If UE-A does not perform the rendering itself, step 25 can be omitted, and the ARMF directly sends the rendered media to the UE-B.
28. The ARMF sends the rendered video RTP media stream to the UE-A when it needs to send video back to the UE-A through the video back channel.
29. The UE-A hangs up, UE-A sends a BYE message to P-CSCF.
30. AR AS sends a XR Service Resource release request to DCSF to release the allocated resource.
31. DCSF sends the XR Service Resource release request using Nmmtelas_XRServiceResource_Release to MMTEL AS.
32. MMTEL AS sends the XR Media Resource release request using Narmf_XRMediaResource_Release to ARMF.
6.	After application data channel establishment finished, the AR Application Server will know AR media rendering on network is needed based on the AR media negotiation between UE and IMS finished, and sends AR Resource Allocation request to the AR-M to apply AR media rendering resource.
Editor's note:	AR media negotiation procedure is FFS.
8.	After AR media rendering resource applied successfully, the AR Application Server sends Session Control request with AR Media Connection to the DCS-C, which includes the allocated AR media resource information.
10-11.	The MMTEL AS sends DC Resource Modify request to the DCS-M, to connect the DCS-M and AR-M connection for the data stream received in data channel transporting to the AR-M.
12-13.	Meanwhile, the AR Application Server sends media re-negotiation request for the audio/video session if AR media rendering should be done using the UE-A and UE-B's audio/video media streams.
14-15.	The MMTEL AS performs media re-negotiation between the UE-A and UE-B for the established audio/video session, to anchor audio/video media streams from IMS-AGW to AR-M.
	For the part rendering case, the media rendering is performed both in AR-M and UE-A. The UE-A can request the network, such as AR Application server, to change the split ratio of the rendering tasks based on its status as described in step 5, and the network can provide the final decision based on AR-M's status, such as load status, computing power status etc.
Editor's note:	It is FFS how the UE can request to change the rendering split.
16.	The UE-A sends AR media over application data channel to the DCS-M.
17.	The DCS-M transforms AR media to RTP format, and sends it to the AR-M for AR media rendering.
18-19.	The UE-A sends audio/video media streams over RTP channel to the AR-M for AR media rendering.
20.	Based on the received audio/video media streams and AR media, the AR-M performs AR media rendering according to AR rendering logic, and output audio/video RTP media streams.
21-22.	The AR-M sends the rendered audio/video media streams to the UE-B.
23-24.	The AR-M sends the rendered video RTP media stream to the UE-A when it needs to send video back to the UE-A through the video back channel.
[bookmark: _Toc96971244][bookmark: _Toc104216429][bookmark: _Toc104897770]6.9.3	Impacts on existing nodes and functionality
MMTel AS:
-	Support data channel resource modification, to connect DCS-MF to a new network node.
-	Support ARMF resource management, and connect ARMF to IMS-AGW and DCMF.
DCMF:
-  Support transforming AR media in data channel to HTTP and send to a new network node.
AR AS:
-  Support AR media rendering negotiation between UE and IMS.
-  Support AR application service handling.
AR-MF:
-	Support AR media rendering function for AR communication based on the received AR metadata and audio/video media stream.
UE:
-	Support data channel capability.
-	Decides whether to use the network rendering method and change the split ratio of the rendering tasks based on its status.
Editor's note:	Additional IMS node impacts is FFS.
* * * * End of changes * * * *
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